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Introduction

DeinoMPI is an implementation of the MPI-2 standfmdMicrosoft Windows originally
derived from the MPICH2 distribution from Argonnafional Laboratory.

System requirements:

Windows 2000/XP/Server 2003

.NET Framework 2.0

New Features

« UNICODE support. All the functions that take charjuments now have a
second version that takes wchar_t*. DeinoMPI iplemented using wide
characters and provides wrapper functions for ASGHr * strings. The name
conversion is taken care of automatically with neadn mpi.h so all the user
program has to do is define UNICODE and compileesEhare the dual
implementation functions (The C functions are tisted the C++ equivalents
also have wide character versions):

o MPI_Add_error_string
MPI1_Close_port
MPI_Comm_accept
MPI_Comm_connect
MPI_Comm_get_name
MPI_Comm_set name
MPI_Comm_spawn
MPI_Comm_spawn_multiple
MPI_Error_string
MPI_File_delete
MPI_File_get_view
MPI1_File_open
MPI1_File_set_view
MPI_Get_processor_name
MPI_Info_delete
MPI_Info_get
MPI_Info_get_nthkey
MPI_Info_get_valuelen
MPI_Info_set
MPI_Init
MPI_Init_thread
MPI_Lookup_name
MPI_Open_port
MPI_Pack_external
MPI1_Pack_external_size
MPI_Publish_name
MPI1_Register_datarep
MPI_Type_get_name
MPI_Type_set_name



MPI1_Unpack_external

MPI_Unpublish_name

MPI_Win_get_name

MPI_Win_set_name
Collective operations have been optimized for etsbof SMP machines. The
collective operations have been optimized to mimemetwork traffic when
multiple processes reside on each node. The neetifuns only affect
MPI_COMM_WORLD but in the future this support wile extended to derived
communicators. For the beta release this functigrniads to be turned on by an
environment variable. If you want to try it outdettenv
MPICH_USE_SMP_OPTIMIZATIONS 1" to your mpiexec corand line.
A new startup mechanism and process manager. €moBPM (process
manager) uses public and private keys to estabdisiire connections between
machines in the cluster. All traffic between tliegess managers is encrypted.
Each user controls their own keys (similar to tteg/\they would for ssh).
An abort callback function has been added. Thaswl for a function to be called
asynchronously when a job is about to be aborfdgk current implementation
uses this function to write out logging buffersdiek before the process is killed.
The subsequent log files contain more data asudtres
Romio has been fully integrated into the source &ned obeys all the same coding
practices as the rest of the code base. This ntean®PI1_File is allocated the
same way MPI_Comm and other MPI objects are alkatait also means the
error handling and output is consistent acrosstions that take MPI_File,
MPI_Comm or any other MPI object.
The process manager can launch processes thabeameompiled for either
DeinoMPI or MPICH2 1.0.3. If you have MPICH2 1.Gt8m Argonne installed
you can run these applications using mpiexec andddPIwin from DeinoMPI
without modification. The process manager knows tmset up the environment
for binaries compiled against MPICH2 1.0.3. THievas you to use one process
manager to start all your DeinoMPI and MPICH2 jobs.
Singleton init supports MPI-2 spawn functions. 1P| allows single
processes started without the process managell tbegpawn functions just as
if it had been started by mpiexec. In other woildgou start your application like
this, “mpiexec —n 1 myapp.exe”, or like this, “myagxe”, both applications can
call MPI_Comm_spawn.
DeinoMPI has a callback function that can print thét state of the MPI message
gueues and the recent MPI function call historg afinning job. This can be
useful for developers when a job hangs and they wesee what MPI messages
the processes are waiting on and what MPI funcatails they have made.
DeinoMPI supports directory staging. DeinoMPI capy a directory and its
sub-directories out to the worker nodes befordistaa job. Then after the job is
finished any modified files in the directories dancopied back to the source.
This can be useful to push out executables andfitlsgeor a job before it starts.



Installation

Download DeinoMPl.msi and run it on each machingaar cluster. The installation is
identical on all machines and you must be an adinator to install Deino MPI on a
machine. In addition to the software libraries &mals a process manager is installed as
a Windows service. This action requires administrarivileges. Once the package is
installed on the machines all users can use Dein@vén if they don’'t have
administrator privileges.

Note on Windows Vista:

Currently on a Windows Vista machine the instati@nnot start the Deino Process
Manger service because the installer runs commaitlddimited privileges even when
the user has Administrator privileges. So thismsehat you have to go to the Services
management console after installing DeinoMPI aad she DeinoMPI Process Manager
service on each node before Deino MPI jobs cambédar you can reboot the machines
and the service will start automatically). The mg@ment console can be started by
right-clicking Computer from the Start menu andesghg “manage”. Navigate to the
DeinoPM service, right-click and select Start.

User setup

After you install the software on all the machieash user will need to create a
Credential store. This store will be used to selguaunch jobs. Mpiexec will not run a
job without a Credential Store and the GUI tool wilompt the user to create a store the
first time it is run. Users can use the DeinoMPIwdol to create a Credential store or
they can use the command line tool, create cremlestore.exe, to create the store.

By default all users have access to all machinesrevDeinoMPI is installed and
can launch jobs on any machines where they haveagseunts. If you want to restrict
user access to machines you can use the managie jelk.exe command line tool.
Have an administrator run the following two commsd each machine that you want
restricted access to:

1) manage_public_keys.exe /auto_keys false

2) manage_public_keys.exe /clear_all
At this point no users will have access to the nmeh Then the administrator can add
users one by one using the public key from eachHai€eedential store. Have each user
export their public key from their Credential staiseng the GUI tool or the
manage_public_keys.exe command line tool. The canthtine would be something
like this:

manage_public_keys.exe /export mypubkey.txt
Then send this file to or point the administrawotttis file. The administrator can add
access to the user using the following command:

manage_public_keys.exe /import mypubkey.txt
This command is local to a machine and must bewtgddy a user with administrator
privileges on the machine. Since the commandadal lib must be executed on each
machine in the cluster that you want the user telzcess to. Once the user’s public
key has been imported on one or more machineioltister then the user can use
mpiexec or the GUI tool to launch jobs on those maes.



Tools

The following tools are installed:
* Mpiexe.exe — The MPI job launcher
* DeinoMPIlwin.exe — The GUI interface which includepiexec job launching
functionality and setup and management tools
* DeinoPM.exe — The process manager service
+ Command line tools:
0 create_credential_store.exe
0 manage_credentials.exe
0 manage_public_keys.exe
Jumpshot — A Java tool to view log files create@wMPI jobs are profiled

Security

All communication used during process startup aadagement is encrypted. The
public and private keys in each user’s Credent@ksare used to establish secure
connections between machines in the cluster. e &re used to encrypt a session key
which is then used to encrypt and decrypt sessaa. dThe private keys currently are
2048 bit and the session encryption uses the Rjn@d&S) algorithm.

Files

The following sub-directories are created in theat@mn you choose to install DeinoMPI:
bin, include, lib, examples and java. The binclioey contains the executable files
mpiexec.exe and DeinoPM.exe and Jumpshot.jar andaimmand line tools. The
include directory contains the header files requtcecompile MPI applications. The lib
directory contains the libraries required to linleMapplications. The examples directory
contains pre-compiled example applications andcsocode for each. Read the
examples.pdf file for a description of all the exdes. The java directory contains the
manual for the Jumpshot log viewing applicatiomeTlls used to implement DeinoMPI
are installed in the Windows system directory. Tagsemblies used are installed in the
GAC (Global Assembly Cache), DeinoMPI.dIl and DéiRadll.



Compiling Applications

Compile your MPI applications using the followingarmation. Set your include path to
include the DeinoMPN\include directory. Set yoibrary path to include the
DeinoMPNlib directory. Link your C applicationsitiv mpi.lib from the lib directory.

Link C++ applications with the cxx.lib and mpi.liibbraries. Link Fortran applications
with fmpich2.lib.

There are several versions of the Fortran linlaliles to support common name
mangling and calling conventions used by varioudgr&o compilers. The following
libraries contain the specified formats:

o fmpich2.lib — MPIL_INIT and mpi_init_. All capitabe¢ernal names and all

lower case external names with a trailing underscétunctions use the C
calling convention. There is a Unicode versiomhig library also —
fmpich2u.lib. The Intel compiler uses this fornaatof the 8.x series. The
Portland Group compiler uses the lower case format.

* fmpich2s.lib — MPI_INIT@4. All capital external n@s. Functions use the

stdcall calling convention. Visual Fortran 6.x siskis format.

o fmpich2g.lib — mpi_init__. All lower case extermsmes with two trailing

underscores. Functions use the C calling conventifY 7 uses this format.

For examples using specific compilers see the Clemgipport section.

The libraries have the same names as in the MPIfi$i@bution so users with existing
scripts can easily port them to DeinoMPI.



Running Applications

You can use the graphical DeinoMPIlwin.exe or mpeexee from the command line to
start MPI jobs.

DeinoMPIWin.exe

This multi-purpose tool can be used to start MBkjonanage the user’s Credential
Store, search the local network for machines wgmbBMPI installed, verify the mpiexec
inputs to diagnose common job problems, and viemDieinoMPI web page for
information such as help pages on all the MPI fiomst

Mpiexec tab
The main page is used to start and interact with jols.

I3 DeinoMPI 1.0.7 M=

Mpiexec | Credential Store | Cluster || Verify job || Web
application C:Memp'cpijobcpijob exe I
execute 7 % | MNumber of processes  [ashton % | Credential Store Accourt

mare options

grass clover hopper hosts {hostA hostBnprocs ..) [ localonly [ localroot
MPICH_SMP_ALLREDUCE=1 MPICH_USE_CALL_HISTORY=1 environment vanables {env=val e2=vZ )
C:“emp*cpijob E] warking directony
MNetwoark drive mappings (z:\'\server\share)
[1 Use corfig file:
Use directory staging:  |“\clover\cS'temp'myj E Source directory Copy sub-directaries wild cards to select files
o \empicpijob Destination directory Copy modifed files back ta the source directony
v | channel [ ] exitcodes [ ]log Jumpshiot [ Show Messages ] l Load Job ] [ Save Job

Enter the number of intervals: (0 quits) 123

pi is approximately 3.1415981617749558, Error is 0.0000055081851627
wall clock time = 0.001571

Enter the number of intervals: (0 quits)

The mpiexec tab contains the following sections:
» Application button and text box

o Enter the full path to your MPI application herEhe path must be valid
on all machines in the job. If you specify a lopath like,
C:\temp\myapp.exe, then you must copy myapp.exd tbe nodes in the
job before executing the job. DeinoMPI does natlplocal files out to
the nodes for you

o If you enter a network path to an executable yadrte make sure you
have enough licenses on the server to host theitatde. For example if
the application is specified like this, \\mysermeyshare\myapp.exe, then
you need to make sure that the host myserver lagyaricenses to serve



myapp.exe to all the nodes in the cluster. Wind¥®<only allows 10
network connections to a file. If you plan on ringnjobs this way with
more than 5 processes then you probably need ionméeng Windows
Server on the myserver machine.
o Click the Application button to browse to the laoatof your executable.
Execute button
o Click this button to start the job. The outputaavéll turn green while the
job is running and output will be displayed thelou can also type into
the output area and the characters will be sethietooot process in the job
each time you hit enter.
Break button
o This button can be used to abort a job and Kilthedl processes.
Number of processes spinner
0 Use this control to enter how many processes yaou tweaaunch.
Credential Store Account selection box
o0 Select the user credential to launch the job untfgrour Credential store
does not contain any user credentials then youbeilbrompted to enter a
user account when you click the Execute button.
More options check box
0 This box expands or contracts the extra contraa.ar
Hosts edit box
o Enter the hosts here where the job is to be lawhcHehis is left blank
then the default hosts are used. If it is blantk tere are no default hosts
then the local host is used. Hosts are selected this list in a round
robin fashion from left to right. If you want motigan one process to be
deposited on a host before moving on to the nest yau can specify this
by adding a colon and a number to the host naroaf y®ur list looked
like this:
* hostA hostB:2 hostC
0 Then hosts would be selected like this: hostA hdsiBtB hostC hostA
hostB hostB hostC hostA ...
Localroot check box
0 Check this box to have the root process in thegpobcess 0) launched
directly from the current process bypassing the@gss manager. This
means that the process will run under the samesntids as the current
process which may or may not be the one selectedl tihe Credential
store. It also means that the process will hacesscto the console so it
can do things like bring up windows and interadtwthe user.
Localonly check box
0 Check this box to cause all processes to be lagnahéehe local machine.
All host information will be ignored and all thegqmesses will be launched
locally.
Environment variables edit box
o Enter a list of environment variables and theiueal here to be set in the
environment of each process in the job before ealdunched. The
format is var=val var2=val2 ...



o If either the variable name or value has spacéshen they must be
guoted like this: “my name”="John Doe”
Add call history check button
o This helper button adds or removes the environwarnable used to
control the MPI call history debugging option. Wihis environment
variable set all MPI function calls are printecatointernal ring buffer
while the job is running. Then you can click tHeo® Messages button
and the call history will be printed out for eadlogess. The default is to
save 32 calls per process. If you want to rednisertumber you can set
the variable MPICH_CALL_HISTORY_SIZE=num_entriegou can set
this value to a number between 1 and 32.
Add SMP optimizations check button
o0 This helper button adds or removes the environwarnable used to
control the SMP optimizations for the collectiveeogtions. With this
environment variable set the communication patteonghe collective
operations are modified to minimize the networlkfitaon clusters of
SMP machines. When jobs are run with multiple psses per host node
the collective operations can be broken into tvepsta node phase and a
network phase, thus minimizing the network traffiecd speeding up the
operations. As of the 1.0.7 release the optimfmedtions are
MPI1_Bcast, MPI_Barrier, MPI_Allreduce and MPI_Gathead they only
apply to MPI_COMM_WORLD. To turn on all optimizatis use the
variable MPICH_USE_SMP_OPTIMIZATIONS=1. To turn on
individual options use MPICH_SMP_BCAST=1,
MPICH_SMP_BARRIER=1, MPICH_SMP_GATHER=1 or
MPICH_SMP_ALLREDUCE=1.
Working directory edit box and browse button
o Enter the path to the working directory to be sfole each process is
launched. Use the browse button to select a dingctsing a GUI.
Network mapped drives edit box
o Drive mappings entered here will be mapped befach @rocess is started
and removed after the processes exit. The forsnadiive>:<share path>.
For multiple mappings separate them with semi-calofhe following
example shows two mappings: z:\\myserver\myhomejyyserver\mydata
Channel selection box
0 Select the MPICHZ2 channel to use for inter-prooessmunication. The
default is the sock channel and is valid for alesa
0 Sock — TCP/IP socket channel
= This channel uses TCP/IP sockets to communicatecesi
processes.
0 Shm - shared memory channel
= This channel can only be used on a single machideoaly scales
up to about 8 processes
0 Sshm - scalable shared memory channel
= This channel can only be used on a single machine
0 Mt — mutli-threaded socket channel



= This channel is the same as the sock channel éubthad safe
locks have been turned on so that MPI applicatoamsbe multi-
threaded.
Exitcodes check box
o0 Select this option to print the exit codes of b# processes when the job
exits.
Log check box
0 Select this option to use the MPE wrappers to eradbg file of the MPI
job. When the job completes a clog?2 file will beated in the same
location as the MPI application and will have thene name as the
application with .clog2 appended to the end. Tymncan use Jumpshot
to view this file. Jumpshot will convert the .cib{le to a .slog? file
before viewing.
Jumpshot button
o If you have Java installed on your machine thigdsutill launch the
Jumpshot viewer and pass it the name of the .dlmg#file created from
the last MPI job.
Show Messages button
o While a job is running this button is available.h&# you click it a
message is sent to all the processes in the jolthagdeply with
information about the state of their internal MRissage queues. This
information is then appended to the output areau &an use this
information to see what processes are waiting fBit Messages and a
small amount of information about each message MRI function call
history will also be printed for each process & #gnvironment variable,
MPICH_USE_CALL_HISTORY, is set.
Load Job button
0 You can load job information into the dialog fronfila previously saved
using the Save Job button.
Save Job button
0 You can save all the information entered in théodgj&o a file.
Use config file checkbox and input box
o If you select the “Use config file” checkbox youncspecify a standard
MPI-2 configuration file to describe the job. Whikis option is selected
all the other members of the dialog are disablexdbse all the job
description comes from the specified configurafim The format of the
file is the same as the command line argumentspiexac. When
specifying arguments to mpiexec sections are stguhlyy the colon
character. These sections are placed on indepeluesin the
configuration file and colons don’'t have speciabmeg. Blank lines are
ignored and lines starting with the # charactercaresidered comments.
The following is an example of a simple configuvatfile that starts five
processes:
0 #sample job
0 -n 1 -host HostA C:\temp\master.exe
0 -n 4 C:\temp\worker.exe



» Use Directory staging checkbox and associated ifigldts.

o If you select the “Use directory staging” check hb&n you can enter the
information necessary so you can stage a directoll the nodes in your
job. Enter the source directory where you wasessfiio be copied from.
Select the “Copy sub-directories” check box if yeant sub directories
under the source directory to be copied also. rEh&destination
directory where you want the files copied to ontladl nodes. If you leave
this field blank then the destination will be tla e as the source. You
can limit which files will be copied by enteringnaldcard specification.
For example if you enter *.txt then only files tleatd in .txt will be copied
(the default is all files *.*). The files and dat@ries are copied out to the
nodes before the job starts. After the job endsgan copy any modified
files back to the source directory if you sele& t@opy modified files
...” checkbox. When files are copied back to therseuhey will
overwrite files in the source directory. But iktle are files created on the
nodes with the same names they will be renamed whpied back to the
source so they don’t clobber each other.

o For example: If you had a directory on a servehwiur executable and
data files you could enter the directory in therseiedit box like this:
\\myserver\myshare\myjobl. Then you could enteccal location in the
destination directory field like this: c:\\temp\jabThen you could enter
into the application field the name of your job ext&ble relative to the
local directory like this: c:\temp\job1\myapp.eX@&/hen you click execute
to start the job the first thing that happens esriyjobl directory is
copied to all the nodes. Then the job will run aftér the job finishes if
you selected to copy the modified files then anyiiied or new files in
the c:\temp\job1 directory will be copied back e source directory,
\\myserver\myshare\myjob1.

0 The source doesn’t have to be on a server. Yold@nier a local
directory to be copied to all the nodes like: addiefd\paralle\sim123.

* Output area

0 The output area displays output from the curremnthyning job. It turns
green while the job is active as a visual queuadicate that the job is
running. You can type into this area and the impilitbe forwarded to the
root process in the job each time the enter k@yassed.

Credential Store tab
The Credential Store tab is used to manage themuuser’s Credential Store.



i DeinoMPI

M Credential Store |c:|uster —

Location
S (o) sy |
Credentials Add Credential Kevs
ashton? Aocounk Public Key hash:
ashton |3CE43AAB3FCAD37B1C218C5E563 | [ export |

|:| Passwaord ff you believe your keys need to be replaced
{compromiged, policy, etc) you can do so here.
The new public key will need to be distributed
to the machines in your cluster.

[] enable create > Create New Keys

[] enable create stors options

If you do not have a Credential Store created Hadect the “enable create store options”

check box and more options will be available. Ehegtions are hidden by the check box
because they are usually only needed once by thentwser the first time DeinoMPI is

run.



i DeinoMPI

mpiexec | Credential Store | cluster | web

Password

ashton2
ashton

Remaove

enable create store options
Create a Credential Store

login

Credentials Add Credertial

Accourt

Password

High securty  Secure and convenient

Password Encryption Location

(%) Password protect private key (%) Windows ProtectData API (*) Removable media v
O symmetric key O Registry

() No password ") no encryption () Hard drive E]

Location

Registry

Kevs
Public Key hash:
3CE49AAB3FCAD3ITE1C218C5E563

If you believe your keys need to be replaced
{compromiged, policy, etc) you can do so here.
The new public key will need to be distributed
to the machines in your cluster.

|:| enable create - Create New Keys

Create Credential Store

Creating a credential store

Click the “enable create store options” check lmgnable the creation fields
Select your choice from the three sections and thiek Create Credential Store

The three sections are
1. Password

a. If you select a password then the Credential stareonly be accessed by
entering this password. This is the most secutiemput it requires that
you enter this password every time an MPI job s rlihe password is not
stored anywhere so you have to enter it for evay |

b. Selecting no password protection makes using M§lee#o use but
slightly more vulnerable. With no password, anggram run by the
current user can access the Credential store. uBhiglly isn’'t a problem
if you know you are not running any malicious safte.

c. Even with no password your Credential store i$stit available to other
users if you select encryption.

2. Encryption

a. Select “Windows ProtectData API” to encrypt youe@ential store using
the current user’s encryption scheme provided bydMivs. This ensures
that your Credential store can only be accessgabyvhen you are
logged in.

b. If you selected a password for your store thenganuselect the
symmetric key encryption format. This encryptiaes the password to



create a symmetric key to encrypt the Credentiakst This encryption is
not user specific so any user who knows the pasbeam access the store.

c. The “no encryption” option is not recommended. sTtption stores the
data in the store in plain-text that anyone camrs&c With this option it is
your responsibility to protect the Credential stfilie

3. Location

a. Select the Removable media option to save the stoeeremovable
device like a USB thumb drive. If you select thigtion then MPI jobs
can only be started by the current user when tive d@s inserted in the
machine. This can be a security enhancement giecaser controls
window of time when the Credential store is avddalf this is combined
with a password and the Windows ProtectData APtygnion then the
device is also quite safe in case it is lost omphaised.

b. You can use the hard drive option to save the $toaespecific location
on your machine. The browse button lets you giglyi navigate to a
directory. This option also allows you to navigaieny location
including a removable media device.

c. Select the Registry option if you want to savedtoge in the current
user’'s Windows Registry hive.

Recommendations:

If you want the highest security option it is rewoended that you select a
password, the Windows ProtectData APl and savsttite to a removable USB thumb
drive. Click the green High Security label to anadically select these settings.

If you want high security and convenience it isamended that you select no
password, the Windows ProtectData API and savsttire to the Windows Registry.
Click the yellow Secure and Convenient label toenadtically select these settings.

Once you have created a Credential store you samhe rest of the fields in the
Credential store tab to manage the store. Yowddrand remove user names and
passwords from the store using the Add and Remaoiteris.

If your store is password protected then you mékd to enter the password into
the password box and click login before you wiV@access to the store.

You can change the location of your Credentialestsing the location section.
This is useful if you have created multiple storésr example you may want to switch
between a store saved to the Windows Registry aathar store saved on a USB thumb
drive.

The Keys section shows the hash of the publichkewur store. You can export
the public key to a file by clicking the export tart. This file can then be imported into
the PublicKey store on other machines in your elusthis is required if you select the
option to deny unknown public keys when connectonghachines in your cluster. The
default behavior is to automatically distribute fciBeys when connecting to machines
for the first time. If you disable the automatjation then you will need to import the
public key of each user that is allowed to run jobhsa machine. Public keys can be
imported into the local PublicKey store on each lnmae by an administrator using the
manage_public_keys.exe command line tool.



You can also change the public and private keysur store. Since this is an

uncommon option it is protected by two clicks. sEselect the enable create check box
to enable the button to create new keys. Thek thie Create New Keys button and the
keys will be replaced in your store with new on@&sis option is provided in case your
keys are compromised for some reason. You maytralge security requirements that
require you to change the keys at certain intervilisw you decide to manage your keys
and Credential stores is up to you.

Cluster tab

The cluster tab is used to view the machines om ipmal network and see what version
of DeinoMPI you have installed.

I3 DeinoMPI 1.0.4 X

mpiexec | Credential Store | cluster |weh
Domain: ~ [ Get host names l [ Scan hosts ] [ Reset hosts ] View: ~

Host: [ Addhost | [ Clearhostlist | [ Savelist | [ Loadlist |

GRASS

Microsoft Windows XP Professional
5.1.2600

Win32 - X86-based PC

CPU: x8& Family 15 Model 7 Stepping 10
CPU name: AMD Athlongm) 64 FX-55
Processor

MNumber of CPUs: 1

Physical memary: 2 Gigabytes

Free disk space: 259 Gigabytes

IP: 140.221.18.131

IP: 152168123131

NIC speed: 1 Gigabit

NIC speed: 1 Gigabit

DeinoMPI: 1.0.4

MPIWINIZ

The cluster tab contains the following items:

Domain dropdown input box. If your network is pafta domain you can input
the domain name here and then click the get hesesdutton to retrieve the host
names from the domain controller. When you sdleedrop down arrow the tool
gueries the network for available domains and dldels to the list. This
operation can take a while.

Get host names button. After entering a domainenanthe domain box click
this button to query the domain for host namesadithem to the host list.
Scan hosts button. Click this button to quenyradl hosts in the host list to see if
they have DeinoMPI installed. This operation takésng time and processing
goes on in a background thread. Hosts where Deiad/installed turn red or
blue. Blue hosts have DeinoMPI installed but & igifferent version from the
one installed on the local machine. The versistaifed must be the same on all



the nodes in order to run jobs so only red machuamsparticipate in jobs. Hosts
where DeinoMPI is not installed turn grey. If yadd more hosts to the list and
then click the scan button again, only the hosds hlave not been previously
scanned are scanned.

Reset hosts button. Click this button to resethalhosts in the list to an un-
scanned state. After clicking the reset buttogoif click the scan button all the
hosts will be scanned.

Host input text box. Use this box to enter hoshes.

Add host button. After entering a host name ih®host input text box click this
button to add the host name to the list.

Clear host list button. The clear button remouEkasts from the host list.

Save list button. Click this button to save aé tiosts in the list to a file. Any
scanned information is also stored in the file.

Load list button. Click this button to load a hbist from a file that was
previously created using the save list button.sThuseful for large lists of hosts
since the scan operation is quite time consumimghasts usually don’t change
their configuration often.

View dropdown selection box. Use this option boxietermine how the hosts
are presented in the host list area. The two nptave Large icons and Detalils.
The large icons option shows icons and host narmbs.details option shows the
hosts in a list with small icons and columns fachepiece of host information.
Clicking the column headers will sort the list bdhem the selected column.
Hosts list. The host list area shows all the hastsany scanned information
about the hosts in various views. Red hosts haredMPI installed on them.
Blue hosts have a version of DeinoMPI installedlem that does not match the
version installed on the local host. Grey hostsidiohave DeinoMPI installed
and white hosts have not been scanned yet. Whengliygk an individual host it
will be scanned and the resulting information Ww#l presented in the host info
area. While a host is being scanned a questiok apgrears on the machine icon.
If you select one or more hosts then a context n@womes available using the
right mouse button. Right click the selected hasis you can perform any of the
following actions:

o0 Send the selected host names to the mpiexec tais.adtion puts the
selected hosts in the hosts text box of the mpigadec Then when you
launch a job these hosts will be used to host thegsses.

0 Scan the selected hosts. This option will scathallselected hosts. If the
hosts have already been scanned they will be agskescanned again.

0 Remove the selected hosts. This option will remall/éhe selected hosts
from the host list.

0 Reset the selected hosts. This option will remawe scanned information
and return the selected hosts to a pre-scan unkstata

Host info area. When an individual host is sel@¢te information about that
host is presented in the host info area. If th& has DeinoMPI installed on it
then there will be a list of resources availabld¢lehost presented here. If the
version of DeinoMPI installed on the host doesmatch the version installed
locally the tool will not be able to retrieve amfarmation about the host other



than the DeinoMPI version string. If DeinoMPI istinstalled on the host then
only the host name will be displayed and a messatieating that DeinoMPI is
not installed.

I3 DeinoMPI 1.0.4 (=19

mpiexec | Credertial Storel cluster |web

Domain: | v| l Get host names ] [ Scan hosts ] l Reset hosts ] View: |Detai|s v|
Host: | || Addhost || Clearhostiist | [ Savelist || Loadiist |

MP|W|N32 Host name Ve.. | ARCH | ARCH2 HCPU | Memory gi.. IP
The version of DeinaMP] nstalled doss GHASS 104 Win32 XBEbas.. 1 2146684928 yes 14(
not match the version installed locally. In
order to launch jobs the versions must CLOVEH 104 Win32 ¥B6bas.. 2 2079567872 yes 192
match.

LAWN 104 Wingd xb4bas.. 1 535183360 152

DeinaMPI: 1.0.0 et e yes

Verify Job tab

The Verify Job tab is a diagnostic tool to checktake sure the information provided in
the Mpiexec tab describes a valid job that will amyour cluster. It does not run the job
but it parses all the information, contacts thethiasd verifies that the job will be able to
run. It can find the following problems with a job

* Missing executables.

* Bad user name or password.

* Missing dynamic link libraries.

* Invalid host names.

* Hosts where DeinoMPI is not installed or the varsidon’t match.



£ DeinoMPI 1.0.7 M=

Mpiexec | Credential Store || Cluster | Werfy job | Web

Werify Verify the job described in the mpiexec tab

hopper ‘Warking directory: C-\temp’test
1 clover
4 irass ERROR: Path not found: C:-\Mempcpijob\cpijob exe
WARNING: Warking directory not found: C:\temp'test
ﬁl hoiﬁr 2 hopper
Command line: C:Mempcpijobcpijob exe
WARNING: Warking directory not found: C:\temp'test
_ 3 mpiwind2
ERROCR: Version mismatch: 1.0.6 does not match 1.0.7
_ 4 grass
Command line: C:Mempcpijobcpijob exe
‘Warking directory: C-\temp'test
_ 5 clover
ERROR: Path not found: C:\empcpijob\cpijob exe
WARNING: Working directory not found: C:\temp*test
& hopper
Command line: C:\tempcpijobcpijob exe
WARNING: Working directory not found: C:\temp*test

When you click the Verify button the informationtime Mpiexec tab is parsed as if the
job were to be run and then the hosts are contactédnformation is collected. The
results for each process in the job are providedlist with the last entry used to display
all the information for all processes. The proessare color coded to quickly ascertain
the results. Green processes will run withoutpioplems. Red processes will not run
due to one of the problems mentioned in the abolletbd list. Yellow processes will
probably run but have warnings. For example ifaalkang directory does not exist on a
host a warning will be displayed but the procedkstill run. If a delay loaded dll
dependency is detected in the executable and lthatrat found on a host then a
warning is displayed because the process maytfailndime. This is a warning and not
an error because many applications have librangsldad dlls based on the capabilities
of the system they run on and do not fail whenl é&sdhissing.

There are some problems that can cause a jold tehfan run that the Verify Job
tab is not able to check. If the process explidahds a dll by name using the
LoadLibrary function call and this dll does notsixinis error will not be detected. If the
application tries to open a file that does nottesisa host this error will not be detected.
If there is a fault in the application that causés crash or if the architecture doesn’t
match these errors will not be detected. There Ipeagther run-time errors that can
occur that this tool does not detect. It is predds a tool to diagnose the most common
errors that can be detected without running the job

If the “Use directory staging” check box from tlipiexec tab is selected a
warning is displayed under the Verify button. ifedtory staging is selected then there
may be files required by the job that will be capaut to the nodes before the job starts.
The verify command does not copy any files so iy migplay errors even though the job
may run just fine after the directories are copethe nodes.



Web tab

The last tab is the web tab and it shows the weje far DeinoMPI. You must be
connected to the internet to view this tab.

D DeinoMPI 1.0.4

mpiexec | Credential Store | cluster | web
http .//mpi.deino net/download htm

DeinoMPIl

Home Documentation|Download|Forum

System requirements:

Windows 2000/P/Server 2003/Server 2003 x64
. INET Framework 2.0

[nstallation instructions:

1. Uninstall anv previous version using Add/Remove Programs from the Control Panel.
2. Download the distribution:




Mpiexe.exe
This command line tool can be used to start MP$job

Usage

mpiexec -n <maxprocs> [options] executable [args ..
mpiexec [options] executable [args ...] : [optioasg [args] : ...
mpiexec -configfile <configfile>

Examples
mpiexec -n 4 cpi
mpiexec -n 1 -host foo master : -n 8 worker

Standard options

-n <maxprocs>

-wdir <working directory>

-configfile <filename> -
each line contains a complete set of mpiexec ogptiociuding the executable and
arguments

-host <hostname>

-path <search path for executable, ; separated>

All options
-n X
-np X
Launch x processes.
-localonly x
-n x -localonly
Launch x processes on the local machine.
-machinefile filename
Use a file to list the names of machines to lausrth Each line in the file should
contain one host name. Lines beginning with #igmered. If you want multiple
processes to be deposited on a single host yoadzha colon and a number to
the host name like this: hostA:4
-host hostname
-hosts n hostl host2 ... hostn
-hosts n hostl m1 host2 m2 ... hostn mn
Launch on the specified hosts.
In the second version the number of processes £ m2 + ... + mn.
Example: mpiexec —hosts 3 hostA hostB 2 hostC myxep
The example would produce 4 processes, 1 on h@sbA,hostB and 1 on hostC.
-map drive:\\host\share
Map a drive on all the nodes. This mapping wilkemoved when the processes
exit. Example: mpiexec —map z:\\myserver\myhoméd znimyapp.exe
-dir drive:\my\working\directory
-wdir drive:\my\working\directory



Launch processes in the specified directory. —add —dir are synonyms.
Example: mpiexec —dir c:\\temp —n 4 myapp.exe

-env var val
Set environment variable before launching the Bses.
Example: mpiexec —env VERBOSE 1 —n 4 myapp.exe

-logon
Prompt for user account and password.

-pwdfile filename
Read the account and password from the file sgelifPut the account on the
first line and the password on the second.

-user <user name>
Select the username to be used from the Credstoia. With this option you
can specify different users for different hostsisTis useful if you have different
user accounts and passwords for different machimas.user name must match
an account saved in the current user’s Crederttieg s If you have the same user
name on different machines but different passwgadswill have to specify the
machine name in the user account name like thetAvaserA and hostB\userA.
Example: mpiexec —user joe —host Foo —n 2 myapp.ax&er john —host Bar —n
3 myapp.exe

-exitcodes
Print the process exit codes when each process exit

-noprompt
Prevent mpiexec from prompting for user credentials

-priority classl[:level]
Set the process startup priority class and optiptelel.
class =0,1,2,3,4 =idle, below, normal, abovghh
level = 0,1,2,3,4,5 = idle, lowest, below, nornaipve, highest
The default is -priority 2:3.

-localroot
Launch the root process directly from mpiexec & bost is local. (This allows
the root process to create windows and be debuygged.

-path search_path
Search path for executable. Separate paths vathdharacter.
Example: mpiexec —path c:\bin;c:\temp —n 4 myapp.ex

-timeout seconds
Specify a timeout for the job in seconds. If tble fakes longer than the specified
number of seconds mpiexec will kill the processes.
Example: mpiexec —timeout 180 —n 4 myapp.exe

-set_hosts hostA hostB:N hostC ...
Set the default hosts and optionally the numbgrotesses per host. If you want
to specify the number of processes to be depositeaihost put a colon at the end
of the host name and then put the number, like tbeshost.com:2. This is useful
for multi-CPU machines where you want processessitga on hosts one per
CPU.

-set_myhosts hostA hostB:N hostC ...



Set the default hosts for the current user onlge the same format as the —
set_hosts option.

-log
Use the MPE logging library to log the MPI job. chog? file is produced after
the job finishes which can be converted and vieusadg Jumpshot (requires Java
to be installed on the host).

-validate
Validate that the job can run without actually stay the job. Add this flag along
with all the rest of the mpiexec command line. Tbsts are contacted to
determine if the job can run but executables atestaoted.
Example: mpiexec —validate —n 4 cpi.exe

-stage path
Specify the source directory you want to copy ouwlt the nodes before the job is
started.
Example: -stage c:\data\myjob or -stage \\mysemwshare\data

-stage_dest path
Specify the destination directory where you wastdtaged directory to be copied
to. If this option is not specified then the saudirectory is used as the
destination.
Example: mpiexec -stage \\myserver\myshare\daagesdest c:\temp\data ...

-stage_recursive
Specify this flag to indicate that you want the reeudirectory to be copied and all
of its sub-directories also.

-stage_wildcards pattern
Specify a wild-card pattern to limit which fileseacopied out to the worker nodes
when staging a directory. Only files that matcis fattern will be copied.
Example: mpiexec -stage_wildcards *.txt -stageemjt\data ...

-stage_nopull
Specify this flag to indicate that you do not wany modified files copied back
to the source directory after the job has finish&tle default behavior is for new
or modified files in the staging destination digtto be copied back to the
source directory after the job has completed. Tagoverrides that option.



Debugging Applications
Debugging parallel applications is hard but theeeaafew options provided by
DeinoMPI that can help.

This simplest and sometimes most effective wayetoud MPI applications is to add
printf statements to your code. Whenever you agdraf statement, make sure to add a
call to fflush(stdout); after the printf statementstatements. It is important to do so
because the output of applications is buffereddfault and must be flushed if you want
to see the output immediately. This is true fdest also because unlike on UNIX
systems stderr is buffered on Windows machines.

The DeinoMPIlwin.exe GUI tool has a Show Messagéwbuhat can provide useful
information.

First, the Show Messages button will display theent state of the internal MPI
message queues. This can be useful if your apiplichangs and you are not sure why.
You can click the Show Messages button and see mvbasages are in the internal
message queues for each process. Two message#ypssow up. There can be posted
messages where a process is expecting a messdggshudt received it yet. And there
can be messages that have been received and blufigraot matched yet. Note: some
messages may not correspond directly to user cdelecklls since the implementation
uses internal messages to implement the colledtigeand win MPI functions. But it is
easy to understand these messages because tmegriesl with type information.

Second, the Show Messages button will display tRe fdnction call history for each
process if you have specified the MPICH_USE_CALLSHDORY environment variable.
With this option turned on each MPI function callegged to an internal ring buffer.
When you click the Show Messages button the lasald will be printed out for each
process. The default is to save 32 calls per gobat this can be reduced using the
environment variable, MPICH_CALL_HISTORY_SIZE. Sbis value to a number
between 1 and 32 to limit the depth of MPI calls p@cess saved.

Jumpshot is a java tool that can be used to prafif@ications. Itis limited in its
debugging ability though because applications musto completion in order to

generate log files. The primary goal of Jumpshdbiview the runtime patterns of an

MPI application and then analyze these patterisg¢of changes can be made to the code
to optimize the application. Jumpshot has veny deVveloped tool options for this kind

of work. See the Jumpshot manual for information.

Command line tools

The following command line tools are provided tport DeinoMPI.
create_credential_store.exe and manage_credestlgrovide command line options
equivalent to those found in the GUI DeinoMPIlwiredrol. manage_public_keys.exe is
an administrative tool that provides additionaldtionality not replicated in the GUI

tool.



create_credential_store.exe

This tool creates a Credential store for the cunueer. Run it with no parameters and it
will prompt you for the information necessary teate a store.

1. Firstit displays an introductory message and dsksu want to create a
Credential store. If you specify yes it continoéiserwise it exits.

2. Then it prompts for a password to protect the peikay in the Credential store.
If you do not enter anything by simply hitting eniteprompts you to confirm that
you do not want the key to be password protected.

3. Then it prompts you for the type of encryption totpct the keys with. If you
select “none” the keys will not be encrypted. dluyselect “protect” it will use the
Windows API protect data functions to encrypt tlegk This type of encryption
is user specific and can only be decrypted by tineeat user. Stores protected
this way cannot be used by other users even ifkhey the password protecting
the store. If you entered a password in step 12 ghilird option is available:
symmetric encryption. This option uses the pasdwmicreate a symmetric key
to encrypt the store. This type of encryption bardecrypted by any user who
knows the password.

4. Then it prompts for the location to save the Créidéntore. The options are to
save it in the Windows registry for the currentrys@ a removable device like a
USB drive, or on the hard drive.

5. Then the Credential store is created and afterwthelsser is ready to use
manage_credentials.exe to add user credentidie tstdre and mpiexec to start
MPI jobs.

manage_credentials.exe

This tool manages user credentials stored in thecuuser’s Credential store. Run it
with no parameters and it will output a usage mgssmiefly explaining the options.
* manage_credentials /add [username] [password]

0 Add a credential to the store.

o If you do not enter a username and or passwordwibbe prompted to
enter these parameters. If a credential with éimeesusername already
exists in the store it will be replaced.

* manage_credentials /remove [username]

o Remove the credential from the store.
* manage_credentials /list

o List all the usernames in the store.
* manage_credentials /replace_keys

o Create a new private and public key and re-en@alphe existing
credentials in the store.

* manage_credentials /set_location [path or "redistry

o Point the current user to the Credential storeipdc

o Provide either the full path to the Credential stile or registry to refer to
the Windows Registry.



manage_public_keys.exe

This tool manages the Credential store public keythe current user and the current
machine. Some options to this tool require adraisr privileges to execute. Run it
with no parameters and it will output a usage mgssmiefly explaining the options.

User level options:
* manage_public_keys /export <filename>
0 Export the public key from the current user's Creéidé Store and save it
to the specified file.
* manage_public_keys /export <filename> <CredenimtStlename>
0 Export the public key from the specified Creden8itdre and save it to the
specified file.
Administrator level options:
* manage_public_keys /import <filename>
o Import the public key from the specified file aral/s it in the PublicKey
store for the local machine.
* manage_public_keys /list
o List the public keys in the PublicKey store for tbeal machine.
* manage_public_keys /remove <public key hash>
o0 Remove the public key in the PublicKey store fa lical machine that
corresponds to the specified key hash
* manage_public_keys /clear_all
o Remove all public keys in the PublicKey store tog tocal machine
* manage_public_keys /auto_keys <true or false>
0 Set the policy on the local machine to either atoep public keys from
incoming connections automatically or reject thdfrauto_keys is set to
false then all user keys must be individually inpdrinto the PublicKey
store using the /import option.

Support

Send bug reports and other correspondensapport@deino.net




Compiler support

This section describes in detail how to compile Mpplications for DeinoMPI using
various compilers.

Developer Studio .NET 2003

For Developer Studio .NET 2003 or newer you canthiseexample projects provided in
the examples directory as a guide to creating gour projects.
1. Create a project and add your source files. idé®@mmended that you select a
command line application but if you choose a GUllegation you should make
sure it can run unattended and that only the romtgss creates windows.

File | Edit Wiew Project Build Debug Tools Window Help

| New b mf@ Project...  Ctrl+Shift+N
Open ¥ |'Z] FEle... Cirl+M
Close lga Blank Selution. ..

i Add New Item... Ctrl +5hift+a

il Add Existing Item... Shift+Alt+a

2. Bring up the properties dialog for your projectright clicking the project name
and selecting Properties.

@ Solution 'examples’ (3 projects)
+ o [£¥ Build
+ @R Rrebuid

Clean

Project Only 3

Project Dependencies. ..

Project Build Order...

Add P

Add Beference. ..

Add Web Reference. ..

Set as Startlp Project

Debug 3
& save i

E Extract Compag Visual Fortran Project Items

}{ Remowve

Rename

| Properties




3. Navigate to Configuration Properties::C/C++::Gehera
4. Add C:\Program Files\DeinoMPN\include to the “Addital Include Directories”

box.
cpi Property Pages

Configuration: |.-5.|:tive[Debug)

=3 Configuration Propertie #
General i
Debugging
R Cfo++
g General
Optimization
Preprocessor
Code Generatio
Language
Precompiled He:
Qutput Files
Browse Informz
Advanced
Command Line
[Z3 Linker
(23 Browse Information
(23 Build Events B
[Z3 Custom Build Step
(23 web Deployment  *
| >

| M

v| Platform: |Active(Win32)

Additional IncludeDirectories

Resolve #using References
Debug Information Format
Suppress Startup Banner
Warning Level

Detect 64-bit Portability [ssues
Treat Warnings As Errors

Additional Include Directories

j Configuration Manager...

C:\Program Files\DeinoMPI\include

[

Program Database for Edit & Continue (/ZT)

Yes {fnologo)
Level 3 (fW3)
Yes (/Wp64)
MNo

Specifies one or maore directories to add to the include path; use semi-calon delimited

list if more than one.  (/I[path])

QK | Cancel

Help

&
|

5. Navigate to Configuration Properties::Linker::Geaaler




6. Add C:\Program Files\DeinoMPI\lib to the “Aditionkibrary Directories”
box.

cpi Property Pages E|
Configuration: |.ﬁ.cﬁue(De|3ug) j Flatform: |Acﬁue|:‘u"iin32j j Configuration Manager... |
=5 Configuration Properties Output File S{0utDir) /cpi.exe
General Show Progress Mot Set
Debugaing Version
Cacic++ Enable Incremental Linking Yes (/INCREMENTAL)
{3 Linker Suppress Startup Banner Mo
4 General Ignore Import Library Mo
Input ) Register Output Mo
E:Sbt"fflng C:\Program Files\DeinoMPI\lib J
Optimization
Embedded IDL
Advanced

Command Line
(23 Browse Information
(27 Build Events
(23 Custom Build Step

Web Deployment
& Py Additional Library Directories

Specifies one or more additional paths to search for libraries; configuration specific; use
semi-colon delimited list if more than one.  (fLIBPATH:[dir])

ok | Ccancel ‘ Apply | Help |

7. Navigate to Configuration Properties::Linker::Input

8. Add cxx.lib and mpi.lib and fmpich2.lib to the “Adibnal Dependencies” box. If
your application is a C application then it onlyede mpi.lib. If itis a C++
application then it needs both cxx.lib and mpi.lfit is a Fortran application
then it only needs one of the fmpich2[s,g].lib #bes. The fortran library comes
in several flavors namely fmpich2.lib, fmpich2u,lfmpich2s.lib and
fmpich2g.lib. Add the library that matches yourtfan compiler.

a. fmpich2.lib contains two sets of symbols. Oneisell uppercase
symbols and the other is all lowercase with oniéiricaunderscore. Both
interfaces use the C calling convention. The syshmk like this:
MPI_INIT or mpi_init_. The Intel compiler uses $hfiormat as of the 8.x
series. The Portland Group compiler uses the |l@ase format.

b. fmpich2u.lib is a Unicode version of fmpich2.lib

c. fmpich2s.lib contains all uppercase symbols ang tise stdcall calling
convention like this: MPI_INIT@4. Visual Fortramxauses this format
and so does the Intel compiler when combined viigh-cvf flag.

d. fmpich2g.lib contains all lowercase symbols withublz underscores and
the C calling convention like this: mpi_init__. fdses this



format.

cpi Property Pages E|
Configuration: |.-5.|:tive (Debug) j Platform: |.-5.|:tive (Win32) j Configuration Manager... |
3 Configuration Properties mpi.lib] J
General Ignore All Default Libraries Mo
Debugging Ignore Specific Library
3 c/c++ Module Definition File
3 Linker Add Moduleto Assembly
General Embed Managed Resource File
% Input _ Force Symbol References
Debuaging Delay Loaded DLLs
System
Optimization
Embedded IDL
Advanced

Command Line
[Z3 Browse Information
[Z3 Build Events
(23 Custom Build Step

Web Deployment
& mey Additional Dependencies

Specifies additional items to add ta the link line (ex: kernel32.lib); configuration
specific.

QK | Cancel Apphy Help

9. Compile your application.

Developer Studio 2005

For creating C/C++ MPI applications using DeveloBardio 2005 the instructions are
the same as in the section for Developer Studid.RED3. The dialog boxes are
identical for setting the include and library patfidhere are a couple things to note if you
choose to create a console application using tfeutievizard settings. The wizard
creates an application using UNICODE and pre-coadpileaders. You will need to add
“include <mpi.h>" to the generated stdafx.h filstead of your source file otherwise you
will get unresolved symbol errors. Also the in@uaf mpi.h must go before stdio.h
because of the known conflict between the MPI saeshdnd the standard include files.

Intel C

The Intel compiler can be integrated into Develdpeerdio .NET 2003 and it accepts the
same command line arguments as the Microsoft ViSl@t+ compiler. So if you have
the Intel compiler integrated into the developedsi suite then you can follow the
instructions from the Developer Studio sectionreate DeinoMPI applications.

Intel Fortran

The Intel compiler can be integrated into Develdperdio .NET 2003. So if you have
the Intel compiler integrated into the developedsi suite then you can follow the
instructions from the Developer Studio sectionreate DeinoMPI applications. Set up
the include and library directories as describeth@éDeveloper Studio section. For the



default Intel Fortran settings use fmpich2.libhe tink dialog. If you use the —cvf option
then link with the fmpich2s.lib library. The ondfdrence between the instructions for
Visual Studio C/C++ applications and Intel Fortegoplications is the location of the
include directory setting. For Fortran applicationis located under the fortran::general
folder:

cartcrf Property Pages r5_<|
Configuration: |A|:tive(ReIease) ﬂ Platform:; |Au:ti'-te|:\".|'in32) j Configuration Manager... |
=3 Configuration Propertie # Suppress Startup Banner Yes
General T C:\Program Files\DeinoMPI\include J
Debugging Debug Information Format Maone
3 Fortran Optimization Maximize Speed

& General Preprocessor Definitions
Optimization Compile Time Diagnostics Custom
Freprocessor
Code Generatio
Language
Compatibility
Diagnostics
Data
Floating Paoint
External Procec
Cutput Files
Run-time
Libraries Additional Include Directories
Command Line Specifies one ormore directories to add to theinclude path. Use a semicolan ar

(23 Linker had comma delimited list if more than one. {finclude[:path])
< | =
ok | canced | oy |

Visual Studio 6.0

Visual C++ 6.0 cannot handle multiple functionshwtihe same type signature that only
differ in their return type. So you must define
HAVE_NO_VARIABLE_RETURN_TYPE_SUPPORT in your projec
1. Create a project and add your source
files.



Files

Frojects Wiork spaces

Other Documents

@f{: Mew Database Wizard
1 Utility Project
& |'Win3Z Application

tfinde Consols Application
%] Win32 Dynamic-Link Librk
% | \win32 Static Library

Kl

Froject narmne:

L ocation:

=

= Create new workspace
{~ Add to cunent warkspace
r Dependency af;

Iu:pi

Platfarms:
Iwmgz

[»]

| Carizel I

)8

Microsoft Yisual C++

Insert |Eru:ujeu:t Buld Tools ‘Window Help

=

Set Ackive Project

» k | Eﬂilpiecefn

&dd To Project .

Source Conkrol

" % Mew Folder..

M

47
I'a;.v Liata Conmeckion. ..

E‘ Componerts and Controls,

—— Dependencies., ..

asees .

L hals Setkings. .. al+F7
ses Export Makefile. ..

Il claszzes o

Inserk Project inko Workspace. ..

bclasees

P Classes
clazses

Bring up the settings for the project by hitting Al7. Select the Preprocessor

Category from the C/C++ tab. Enter

HAVE_NO_VARIABLE_RETURN_TYPE_SUPPORT into the Prepessor
box. Enter C:\Program Files\DeinoMP\include inte t' Additional include

directories”



- (2 fpi

-- mandel
-- mpptest
-- retpipe
-- systesk

e Eddibional include directom .,
< I M sinclude

2l
£/ | Link { (G0
j Heset |

Preprocessor definitions:
= g ——— I ——

ILE,_MB HAVE_NO_VARIABLE RETURN_TYPE_SUPPORT

Undefimed sprmbiolz: [ Undefine all symbals

Gereral | Debug | Fortran

Categary: IF'repru:u:essu:ur

.

™ lgnore standard jnclude paths

Common Options:

Anologo A3 G AN nciude” AD MwAN 32 /D ;I
"' COMSOLE" /D "_MBCS" e AFD Ao

ak I Cancel |

3. Select the Input Category from the Link tab. Add.tk and mpi.lib to the
Object/library modules box. Add C:\Program FilesviadP\lib to the

“Additional library path”
box.




Project Settings

+ m
w8 i

-- rnardel
-- mpptes=t
-- retpipe
-- spatesk

W
< l..&..&.hlih l:§ Py

I 2| %]

Debug | Fuarkram | C/C++  Link | Fiesuurc% EE

j Hezet |
ObjectAlibrary modules:

|kemel32. lib uger32 i gdi32 b winzpool ib comdig32 ik ad

Categony: I IpLt

lgnaore libraries: ™ lgnore all default libranies

Force sumbol references:

kermel32. ib uzer32 b gdid2. ib winspool lib cnmdlg32.|ibﬂ
advapid2 lib shell22.hb cle32 lib cleaut32. lib uuid.lib

odbc3 2 lib odbcopd2 i ws2_ 32 lib Arnologo
Cancel |

[k |




Project Settings ﬂ E I

in32 Debug )

B
=B fpi
" rnandel
-- mpptest
-- netpipe
-- aystest

Debug | Fortran | C/C++  Link | Hesnurc% EE

j Reset |

Cateqory: I Seneral

Dutput File narme:
|Dehuga’cpi.exe

Objectilibran modulas:

{stZ_SE.IiI:u mnpi.lib E)rnd@.lib userd.lib gdide ib winsp

¥ Generate debuginfo [ lgnore all default lbraries

V¥ Link. incrementally [T Generate maplile

[ Enable profiling

Project Options:
we? 32 b mpichd b kemel32 b ueer32 b gdi32 lib il

witizpool b comdlg32. b advapi32 b shell 32, lib
ole32 b oleaut32 b wad b odbe32 b odbecp32 ik =

Cancel |

o]

Project Settings

Settings ForgTw/inaz Helease}

[ENES cpi
B2 fpi
-- mandel
-- mpphest
=B netpipe
-- systest

Debug | Fartran | CAC++  Link | Hesnurc% EE

j Rezet |

Category: I General

Cutput File name:

IHeleaaefcpi.exe

Object/brar modules:
w2 320bmpilib kS

22 lib uzer32.lib gdid2 ik winzpo

[T Generate debuginfo T Ignore all default libraries

[ Link incrementally [T Generate mapfile

™ Enable profiling

Project Options:

w32 lib mpich_lib kemel32 b uzer3d2 lib gdidZ.lib ﬂ
winspool ib comdlg32. b advap32 b shell32.b
ole32 lib oleaut32 lib uuid.ib odbc32 lib odbocop32. ik LI

Cancel |

i




4. Change the settings to use the thread safe

libraries

Project Settings

Settings 11 Win32 Debug

-2 cpi
- fpl

F-E& mandel
-- mpptest
-- netpipe
-- aystest

ed b4
Lirk: | Hesnurca; EI

Debug | Fortran CAC++

BN e Generation

Processarn IJze

|Blend - [

LCalling corvention:

I_u:u:len:l x

S truct meml:uer alignment;

IB Bptes ® j

Project Options:
e

Anologly MTd AN Gm G A2 AO0d A il
TR A0 wANGZY /D DEBUG /D

"_COMSOLE" /D "_MBCS" MFp'Debugiopipch’ A% ;I

Cancel |

o]

Project Settings

Settings F ‘ Windz Release

- cpl
[#- fpl

- mandel
-- mpphest
=-E& netpipe
-- systest

Link: | Hesnurc% EE
LI Rezet |

Debug | Fortran ~ C/C++

Category: II:::u:Ie G eneration

Proceszsor:
[Blend =

Stpuct mermber gllnment.

IB Bytes * LI

Calling corvemntion:

I_u:den:l *

Project Options:

3G 024" N Sinclude” /D il
A3 MOEBUG" /D" COMSOLE" /D
" MBCS" /Fp"Releazescpi.pch' M /Fo'Release"" LI

k. | Cancel |

5. Compile your application.




Cygwin

http://www.cygwin.com Cygwin users can use gcc and g77 to compile déit
applications. Link C applications with mpi.lib aRdrtran applications with
fmpich2g.lib. In order to run your application yowst have the cygwin dll in the
system path or in the same location as your exbleutaDtherwise the application will
not load. This is important because the processmger does not use the user path so
even though you can run your application as a sipgbcess within the bash shell it will
fail when you try to run it with mpiexec. Eithesmy cygwinl.dll to the Windows
system32 directory or put it in the same locatistyaur

executable.

= [cygdrive/c/Program Files/DeinoMPI | ﬂ
-]

¢ cd scygdrivesc/Programs Files/DeinoMPI./

S oo examplessicpi.c —o gocepi.exe —Iinclude libs/mpi.lib

% hin/mpiexec.exe —n 4 gccpi.exe

Enter the number of intervals: (B guits) 123

pi is approximately 3.1415981617749562, Ervor iz O.000PA55A81851631
wall clock time = B.BEV692

Enter the number of intervals: (B gquits)> @

=

The C++ interface to MPI is not available underwygbecause g++ does not create the
same symbols as Visual C++ which was used to cthat€++ library cxx.lib.

MINGW

The Minimalist GNU for Windows environment allowswyto create applications that do
not depend on any dynamic libraries other thalNredows system libraries. This is an
advantage over the cygwin environment becausederdo get your cygwin DeinoMPI
application to run you have to copy the cygwinitdlall your nodes. MINGW
applications do not depend on any companion dlls.

In order to test DeinoMPI under MINGW the projélgs were downloaded from
SourceForgehttp://sourceforge.net/projects/mingwt is recommended that you
download the latest version but the names of tiokagges used to test DeinoMPI are
provided here for reference.
binutils-2.16.91-20060119-1.tar.gz
gcc-core-3.4.2-20040916-1.tar.gz
gcec-g77-3.4.2-20040916-1.tar.gz
mingw32-make-3.81-1.tar.gz
mingw-runtime-3.10.tar.gz
mingw-utils-0.3.tar.gz
w32api-3.7.tar.gz

NouokrwhE



8. MSYS-1.0.10.exe
On the test machine all the files were unzippe@:ibin\mingw. After unzipping the
MINGW files MSYS was installed and pointed to Crimningw. From within the MSYS
shell the example cpi application was compiled amdusing

mpiexec:
Jﬂ MINGW32:/c/Program Files/DeinoMPI
'

ashton@CLOVEER

$ od "o “Program Files~DeinoMPI"

ashton@”LOVEER

% goo eZamnples-icpl.c —o mingwcpl.exe —linclude libsmpi.lib

ashton@”LOVEER

$ binsmpiexec.exe —n 4 mningwcpl.e=e

Enter the number of intervals: (0 guits) 123

pl 1= approzimately 3.1415981617749558, Error i= 0.0000055081851627

wall clock time = 0.007900

Enter the number of intervals: (0 guits) 0

ashton@CLOYVER

s 0 =
Watcom

The C compiler from OpenWatcom was tested. Ver$idrwas downloaded from
http://www.openwatcom.orgThe sample cpi program was compiled from theroamd
line. Bring up a command prompt and set the enwrent variables defined in
CHANGES.ENYV in the root Watcom directory. Changette DeinoMPI directory and

execute the following command:
wc1386 -bm -T=nt -i=include examples\icpi.c Tib\mpi.lib




Then execute the example using
mpiexec.

& [0
C:%Program Files'DeinoMPI=wcl1386 -bm -1=nt -i1=1include examples‘icpi.c 11L1"-_1'r31.11!
b
l]pen .'.:rtu::u'r

! Iru:: --'I'I Fc||:|ht~ Reserved.
_mur"ce c Open Watcom Public License.

cr:n c -bm -i= 1ru::1un:|e
Compiler Version 1.5
Portions ght (c) 1984-2002 5 Inc. All Rights Reserwved.
Source c available unde | l']r:len Watcom Public License.
See http w. openwatcom. org/ for de
EZ:{-;LT[J] cpi.c: 74 Tines, included 2545, 0 warnings, 0 errors
Code =1

Open Watcom L .

Portions Co | f } , Inc. A1l Rights Reserved.
SouUrce C Open Watcom Public License.
See http:/ 'I:::u'l ur"g_ for details.

Toading ob Files

searching Tibraries

creating a Windows NT character-mode executable

“Program Files’DeinoMPI=bin'mpi
Enter" the nu'lher" ..1— 1r|ter""'1
p1 is appr"-"

Eruter‘ the num her" of intervals: (0 quits) O

C:%Program Files'DeinoMPI=

Tiny C Compiler
This compiler almost worked. Version 0.9.23 was/di@aded from

http://fabrice.bellard.free.fr/tcctcc doesn’t understand the dll macros so mdhtb be

modified to remove those definitions by simply défg them to nothing:
#define MPI_CALL
#define MPI_DLL_SPEC

Then it complained about the extern declarationthsese two lines had to be removed:
extern MPI_DLL_SPEC MPI_Fint * MPI_F_STATUS_IGNORE;
extern MPI_DLL_SPEC MPI_Fint * MPI_F_STATUSES_IGNORE;

In order to link with the MPI library an exportdihad to be created. The file

deino_mpich2mpi.def was created by executing thisroand:
c:\tcc-0.9.23\tcc\tiny_impdef.exe
c:\windows\system32\deino_mpich2mpi.d11

Then the cpi example was compiled using this conaman
c:\tcc-0.9.23\tcc\tcc.exe -0 tccpi.exe -DUSE_GCC -Iinclude -
Ic:\tcc-0.9.23\1include examples\icpi.c deino_mpich2mpi.def
c:\tcc-0.9.23\Tib\msvcrt.def

The code compiled but link failed with an unresalgymbol “_start”.

Borland C

The Borland C/C++ compiler command line tools vansh.5 package was downloaded
from http://www.borland.com/downloads/download_cbuildenl (If the link has
changed then you can always start at the root weebsd navigate from there
http://www.borland.coin The compiler was installed in the default lomatand the




configuration files were created in accordance ththreadme.txt file. There was a
mistake in the readme in that the configuratioesfiheed to be place in the bin directory
and not the root directory. The Borland compileesh’t know how to read the
Microsoft import library format so an import libsaneeded to be created before any

DeinoMPI applications could be compiled. This coamth created the import library:
c:\BorTand\bcc55\bin\implib -a mpi.borland.1ib
c:\Windows\system32\deino_mpich2mpi.dl]1

Then you can compile the example cpi applicatiomfia command prompt with this

command:
bcc32 -Iinclude examples\icpi.c mpi.borland.1ib

- REE

C:%Program Files'DeinoMPIx=implib -a mpi.borland. Tib c:\WINDOWS'system32'\deino_mpyy
ich2mpi.dl11

Borland Implib Version 3.0.22 Copyright (c) 1991, 2000 Inprise Corporation
E~:ﬂr_ﬂe_ Jcpi.c mpi.borland. 1ib

. 1993, 2000 Borland
'r:l'IE: '|cp'| Scs

Turbo Incremental Link 5.00 Copyright (c) 1997, 2000 Borland

F‘r"lu:lr am F11E:" DE1r|urr1F‘I =binmpiexec. exe -n 4 1Cpi.exe
=) 123
|‘J'I 15 approx cimatel 364, Error 1is
wall c'IucI- time =
Enter‘ the number of

C:%Program Files‘DeinoMPI=

Digital Mars

The Digital Mars C/C++ compiler version 8.48 waswviitnaded from
http://www.digitalmars.com The C/C++ compiler (dm848c.zip) and Basic Uakt
(bup.zip) packages were unzipped to C:\bin and awamdirectory was created by doing
so. Then the icpi sample application was creatmth i command prompt. The Digital
Mars C compiler cannot read the mpi.lib importdityr so a new one was created from
deino_mpich2mpi.dll before the sample applicationld be compiled. Here is the

command to create an import library called mpi_dm.|
c:\bin\dm\bin\implib.exe /s mpi_dm.11ib
c:\Windows\system32\deino_mpich2mpi.dl1

With the import library created icpi could be cotediwith the following command:
c:\bin\dm\bin\cl.exe /Iinclude examples\icpi.c mpi_dm.1ib




C:"Program Files'\DeinoMPI=set PATH=c:bin‘dm'bi ATH%

rogram FilesDeinoMPL=\bin\dm\bin\implib.exe /s mpi_dm.Tib c:\WINDOW
eino_mpich2mpi.dl]
t Import Libra r-1ar'|an:ler" Version 7.6B1n

g served.
mpich2mpi.d11".
= a Windows NT 11r:|ur"t Tibrarwy.
Digital Mars Import Library Creator complete.

C:Program Files’DeinoMPI=%bin\dm'binicl.exe /Tinclude examples’icpi.c mpi_dm. 13
b
dmc -IJm -w /Iinclude examples“icpi.c mpi_dm.Tib -mn
Tink 1cpi, ., mpi_dmuser32+kernal32,/noi;

F'r"m:lr"a'l F11E~'De1r|nr-1F'I b1 nhym [:I'IE~EC exe —r| 4 1cpl. exe

I‘J'l is approx
wall clock

C:"Program Files"DeinoMPI=

Lcc-win32

The lcc-win32 compiler package version 4.0 JulyZm6 was downloaded from
http://www.cs.virginia.edu/~lcc-win32It was installed in the default location C:\Icc.
The compiler cannot link with the DeinoMPI impatirkry, mpi.lib, so a new one was

created using the tools provided. Creating theontidrary took two steps:
pedump /EXP Tib\mpi.Tib > mpi.lcc.exp
buildlib mpi.Tcc.exp mpi.lcc.1ib

Once the import library was created then the sa@ppdication could be compiled:
Tc -Iinclude examples\icpi.c mpi.lcc.lib

- BEE

C:“Program Files‘DeinoMPI=set PATH=C:%lccibin

C:%Program Files'DeinoMPIxpedump /EXP Tib'mpi.lib > mpi.lcc.exp
C:%“WProgram Files'DeinoMPI=buildlib mpi.lcc.exp mpi.lcc. 1ib
C:%Program Files'DeinoMPI>Tc -Iinclude examples‘icpi.c mpi.lcc. 11b

% Program
Enter the number
pi is approximatel
wall clock time =
Enter the number of intervals: (0 guits) O

C:Program FilesDeinoMPI=

Pelles C

The Pelles C compiler can be found in various @ace
http://www.smorgasbordet.com/pellesichttp://www.christian-heffner.delf either of
these mirrors is not available just search the fwebPelles C for Windows”. Version
4.0 was installed to the default location. Conmgjlis straightforward if the cc compiler




driver is used. Here is the command line used@iopsle icpi.c from a command prompt

after changing into the C:\Program Files\DeinoMPéctory:

C:\Program Files\PellesC\bin\cc.exe /Ze -Iinclude examples\icpi.c
Tib\mpi.Tib

The /Ze option tells the compiler to use the Microsoftemdions to C.

Salford FTN95

The single user evaluation package of the Salfortt&95 compiler version 4.9 was
downloaded fronmttp://www.silverfrost.com The package was installed to the default
location and then the redistributable dlls wereiedpo the Windows system32 directory.
This is required because executables generated 9% depend on these dlls and they
must be available to the process manager thas skertMPI job. These dlls were found
in C:\Program Files\Salford Software\FTN95\redisif* They need to be copied to all
the nodes that will participate in the MPI job bey need to be copied to the same
location as the MPI application.

The example fpi application was compiled from ¢benmand line. First an
FTN95 command prompt was brought up from the Staru link installed with the
package. After changing into the DeinoMPI diregttire following two commands were

issued to compile the sample application:
ftn95 /INCLUDE include examples\fpi.f
sTink examples\fpi.obj c:\windows\system32\deino_fmpich2.d11

The slink tool creates an import library directtgrh the Fortran dll from the
DeinoMPI distribution. We were not able to get tdoenpiler to link with the import
libraries provided with
DeinoMPI.

&+ FTN95 Command Prompt

I=lE
=
=
=
=

i =

A A749 : A . AAE 99 A

v

Absoft Fortran

The Absoft Fortran compiler is compatible with heinoMPI libraries. The Absoft
compiler generates all uppercase external symisitg uhe C calling convention by
default so link with fmpich2.lib.



Portland Group Fortran Win64 compiler

The Portland Group Fortran compiler for Windows wested on a Windows Server
2003 x64 machine. You can compile and link witlpfch2.lib. To compile the sample
fpi application first a PGI Command Prompt (64) vea&ned using the start menu
shortcut under the PGI Workstation tools menu.eAtthanging into the DeinoMPI

directory the following command compiled the fimample application:
pgf95 -Iinclude examples\fpi.f Tib\fmpich2.1ib

The pgf95 compiler creates a dependency on pgdlbs have to copy this dll to the
system directory of all the machines or put ithe same location as your MPI
application before you can start a job with mpiexec

Other compilers

If you are using a compiler that cannot link witie tMicrosoft format mpi.lib or any of
the other libraries in the package then you widtchéo read the documentation for your
compiler to find out how to link with existing dllsYou will need to be able to create an
import library for deino_mpich2mpi.dil. Most conhgis provide tools to strip the export
table from existing dlls and then create impontdities from this information. If you are
successful in this method please send informatiohaw you did it to
support@deino.nedo it can be added to the web site.




